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ABSTRACT

Polyethylene glycols (PEGs), are nephrotoxic, and are employed in numerous industrial sectors. Their biodegradation by microbes could be a potential tool for bioremediation. A lot of bacterial growth reports overlook primary modelling despite the fact that modelling exercises can expose important parameters. Earlier, we have employed several growth models to model the growth of sludge microbes on PEG 600. We found out that the modified Gompertz model via nonlinear regression utilizing the least square method was the most effective model to describe the growth curve. Nonlinear regression using the least square method generally utilizes the assumption that data points do not depend on each other or the value of a data point is not dependent on the value of preceding or proceeding data points or do not exhibit autocorrelation. In this work, the Durbin–Watson statistic to check for the presence of autocorrelation in the growth model was carried out.

INTRODUCTION

Polyethylene glycols or PEGs have the common structural formula of HO(CH₂CH₂O)nCH₃OH and are water-soluble polymers but the difference is in their molecular weights. PEGs are utilized in numerous industrial sectors for example cosmetics, lubricants, pharmaceuticals, and antifreeze for automobile radiators as well as in the production of non-ionic surfactants. PEGs are nephrotoxic. Injured rabbit subjected topically to polyethylene glycol-based antimicrobial cream model demonstrated proof of nephrotoxicity with signs and symptoms of failure. Some of the animals examined died within just 1 week of treatment [1]. Several millions of tons of PEGs are manufactured globally. Effluents contaminated with PEGs usually reach conventional sewage treatment systems making them a significant pollutant [2]. From the last three decades, concern has been expressed about the fate of these polymers in the environment and several studies have been performed on their biodegradability. Biodegradation of PEG was first documented in 1965 [3] and further isolations of PEG-degrading microorganisms have been reported [2]. The growth on this toxic substrate displays a substantial lag phase because of the needs of the cell to endure and trigger detoxification and degradation of enzymes upon contact with the substrate before assimilation can occur. The growth profile displays a number of phases in which the specific growth rate begins at the value of zero accompanied by a stagnation of the rate linked to the lag time (λ). This is followed by acceleration to a maximal value (μ₀) for a given period of time. Finally the growth curves exhibit a final phase where the rate decreases and eventually reaches zero or an asymptote (A) [4]. A valuable parameter of the growth is the maximum growth rate (μ₀) [5]. This value is important for the development of secondary models such as growth kinetics [6]. Previously, we have utilized several growth models to model the
growth of sludge microbes on PEG 600. The data was obtained from the literature. We discovered that the modified Gompertz model via nonlinear regression utilizing the least square method was the best model to describe the growth curve. Nonlinear regression using the least square method normally uses the assumption that data points do not depend on each other or the value of a data point is not dependent on the value of preceding or proceeding data points. Autocorrelation between data can happen as a result of events for example temperature drift during time measurements or an overused tungsten lamp in a spectrophotometer. If one would count the quantity of animals each year in a given area the data will be extremely autocorrelated and nonindependence as the quantity of animals within an existing year will be highly influenced by the quantity of animals in the last year [7]. This is very similar to growth of microorganisms where the increase in cellular number in a given time frame can be exponentially fast and any event in time that effect the current or past number of cells would be seen in an amplified manner in future times.

In this work, the Durbin–Watson statistic for the presence of autocorrelation in the growth of the sludge microbes as modelled using the modified Gompertz model would be used. The method calculates the level of significance according to the method outlined by Draper and Smith [8].

MATERIALS AND METHODS

Acquisition of Data

In order to process the data, the graphs were scanned and electronically processed using WebPlotDigitizer 2.5 [9] which helps to digitize scanned plots into table of data with good enough precision [4]. Data were acquired from the works of Huang et al. [10], from Figure 1 which show the effect of different concentrations of the substrate PEG 600 on the growth of sludge microbes measured over several days, replotted, and then assessed using several growth models where the modified Gompertz model was found to be the best (Fig. 1, with permission) (Halmi, M.I.E., Shukor, M.S., Shamaan, N.A. and Shukor, M.Y. 2015. Evaluation of several mathematical models for fitting the growth of sludge microbes on PEG 600. Manuscript in preparation).

![Fig. 1. Growth curves of sludge microbes on PEG 600 fitted by the modified Gompertz growth model.](image)

**Durbin-Watson test**

The Durbin–Watson statistic calculates the level of significance according to the method outlined by Draper and Smith [8].

\[
\frac{\sum_{i=2}^{n}(e_i-e_{i-1})^2}{\sum_{i=1}^{n}e_i^2} = d
\]

The hypothesis \( H_0: \rho = 0 \) versus the alternative \( H_1: \rho > 0 \) is tested. The statistic is about equal to 2(1– \( \rho \)). The Durbin-Watson test statistic equals 2 when the \( \rho \) value is zero while a \( \rho \) value of one equals a Durbin-Watson test statistic of 0. Non-autocorrelation is specified by a \( d \) value near 2 while a value towards 0 indicates positive autocorrelation. Negative autocorrelation is indicated by \( d \) values nearing 4 (Eqn. 1).

The null hypothesis should be rejected for a low value of the Durbin-Watson test statistic indicating significant autocorrelation. Unlike the t- or z-statistics, the distribution of the Durbin-Watson test statistic is not available for \( p \)-value associated with \( d \) and tables must be used in the hypothesis testing.

The decision rule for the Durbin-Watson bounds test is:

- if \( d > \) upper bound, fail to reject the null hypothesis of no serial correlation.
- if \( d < \) lower bound, reject the null hypothesis and conclude that positive autocorrelation is present.
- if lower bound < \( d < \) upper bound, the test is inconclusive.

RESULTS AND DISCUSSION

The runs test has also been utilized as a technique to test for autocorrelation in time-series regression models. However, simulation studies using Monte Carlo have shown that the runs test produces distinctly asymmetrical error rates in the two tails [11]. The investigation is carried out to analyse the empirical properties of the runs test utilizing (a) sample sizes of between 12 and 100 (b) using non-intervention and intervention regression models, (c) utilizing directional and nondirectional tests produce no satisfactory results with respect to Type I error. The increase of the ratio of degrees of freedom to sample size to as high as .98 could also not remedy the situation. Hence, the Durbin-Watson method would be the method of choice to assess autocorrelation.

The Durbin–Watson statistic (DW) can calculate for the presence of serial correlation of residuals. Autocorrelation, also known as serial correlation, is the cross-correlation of a signal with itself. The DW is used to test whether a model has been successful in describing the underlying trend. Informally, it is the similarity between observations as a function of the time lag between them. It is a mathematical tool for finding repeating patterns, such as the presence of a periodic signal obscured by noise. [7,8,12].

The value of the Durbin-Watson statistics was \( d = 0.000101/0.000279 = 0.363 \). As usual the hypothesis \( H_0: \rho = 0 \) versus the alternative \( H_1: \rho > 0 \) is tested. The statistic is approximately equal to 2(1– \( \rho \)). The Durbin-Watson test statistic equals 2 when the \( \rho \) value is zero while \( \rho \) value of one equals a Durbin-Watson test statistic of 0. Non-autocorrelation is indicated by a \( d \) value near 2 while a value towards 0 indicates positive autocorrelation. Negative autocorrelation is indicated by \( d \) values nearing 4. The null hypothesis should be rejected for a low value of the Durbin-Watson test statistic.
indicating significant autocorrelation. Unlike the t- or z-statistics, the distribution of the Durbin-Watson test statistic is not available for \( \rho \)-value associated with \( d \) and tables must be used in the hypothesis testing. For a three-parameter model like modified Gompertz, the upper critical value \( d_U \) was 1.432 while the lower critical value \( d_L \) was 0.672. Since \( d \) was lower than the lower critical value then the null hypothesis that no positive autocorrelation exist is rejected i.e. there appears to be evidence of positive autocorrelation and the modified Gompertz model used for fitting the growth curve might not be adequate. Other models need to be tested in the future to select the model that shows no positive or negative autocorrelations. Autocorrelation occurs when covariances of errors are not zero, a problem often seen in time series data such as microbial growth curves. A consequence of the presence of autocorrelation is that estimators for the models used even though are still considered linear and unbiased, but they there not efficient and not the best.
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