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**ABSTRACT**

Organonitriles are classified as priority pollutants. They are carcinogenic and mutagenic. Bioremediation of acetonitrile, an organonitrile, has been touted as a more economical and feasible method compared to physical and chemical approaches. In this work, we model the growth of *Paracoccus* sp. SKG on acetonitrile from published literature to obtain vital growth constants. We discovered that the Buchanan-three-phase model via nonlinear regression utilizing the least square method was the very best model to explain the growth curve. An important consideration that has not been highlighted enough is that the residuals of the model must be random. In order for randomness to be met, we perform the Wald–Wolfowitz runs test. The results showed that the number of runs was 5, the expected number of runs under the assumption of randomness was 3.857, indicating the series of residuals had adequate runs. The p-value obtained was greater than 0.05, therefore the null hypothesis is not rejected indicating no convincing evidence of non-randomness of the residuals and they do represent noise.
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**INTRODUCTION**

Organonitriles are classified as priority pollutants. The global industrial consumption of acetonitrile alone is more than $4 \times 10^4$ tonne in 2001 [1,2]. They are are carcinogenic and mutagenic, and widely used in industry such as the synthesis of plastics, rubber, herbicides, pharmaceuticals, drug intermediates and pesticides. In addition, acetonitrile, an organonitrile, is extensively utilized in laboratories as a solvent and extractant for HPLC (High Performance Liquid chromatography). Consequently, wastewaters from the various usages of organonitriles often contain high contents of organonitrile compounds. Bioremediation of acetonitrile has been touted as a more economical and feasible method compared to physical and chemical approaches. Santoshkumar et al [3] has isolated a bacterial strain that could grow on acetonitrile. The growth profile of the strain showed inhibition of growth at elevated concentrations of acetonitrile. Modelling of the growth curves can yield important parameters that could be used for further secondary modelling exercise such as the inhibitory effect of substrate on growth.

Previously, we have utilized several growth models to model the growth of *paracoccus* sp. skg on acetonitrile using published available data from (Santoshkumar et al. 2011). We discovered that the buchanan-three-phase model via nonlinear regression utilizing the least square method was the best model to describe the growth curve (published elsewhere). The method of mathematically fitting nonlinear curve using the ordinary least squares method relies heavily on the residuals for the curve to be normally distributed of equal variance (homoscedastic), and does not show autocorrelation [4–6]. Aside from this, an important consideration that has not been highlighted enough is that the residuals must be random. In order for randomness to be met we perform the Wald–Wolfowitz runs test [7] statistical diagnosis tests. The runs test calculates the probability for the presence of too many or too few runs of sign. The presence of too many of a run sign could indicate the presence of negative serial correlation.
The test statistic is

$$Z = \frac{R - \bar{R}}{sR}$$

(1)

whilst the presence of too few runs could indicate a clustering of residuals with the same sign or the presence of systematic bias. The runs test is an important tool in nonlinear regression to detect nonrandomness of the residuals [8]. The runs test could detect systematic deviation of the curve such as over or under estimation of the sections when using a specific model. The runs test look at the sequence of the residuals that are usually positive and negative. A good runs is usually signifies by alternating or a balance number of positive and negative residual values. The number of runs of sign is usually expressed in the form of a percentage of the maximum number possible [7].

METHODOLOGY

In order to process the data, the graphs were scanned and electronically processed using WebPlotDigitizer 2.5 [9] which helps to digitize scanned plots into table of data with good enough precision [10]. Data were acquired from the works of Santoshkuma et al. [3] from Figure 4 and then replotted, and then assessed using several growth models where the Buchanan-three-phase model was found to be the best (Fig. 1, with permission) (Shukor, M.S., Masdor, N.A., Shamaan, N.A., Ahmad, S.A., Roslan, M.A.H. and Shukor, M.Y. 2015. The growth of Paracoccus sp. SKG on acetonitrile is best Modelled using the Buchanan Three Phase Model. Manuscript in preparation).

![Fig. 1. Growth curves of Paracoccus sp. SKG on acetonitrile fitted by the Buchanan-three-phase model.](image)

The runs test [8] was carried out to the residuals of the regression in order to detect nonrandomness. This could detect a systematic deviation of over or under estimation sections of the curve when using a specific model [7]. The runs test look at the sequence of the residuals that are usually positive and negative. A good runs is usually signifies by alternating or a balance number of positive and negative residual values. The number of runs of sign is usually expressed in the form of a percentage of the maximum number possible. The runs test calculates the probability for the presence of too many or too few runs of sign. The presence of too many of a run sign could indicate the presence of negative serial correlation whilst the presence of too few runs could indicate a clustering of residuals with the same sign or the presence of systematic bias.

The test statistic is

$$H_0 = \text{the sequence was produced randomly}$$

$$H_1 = \text{the sequence was not produced randomly}$$

$$Z = \frac{R - \bar{R}}{sR}$$

(2)

Where $Z$ is the test statistic, $\bar{R}$ is the expected number of runs, $R$ is the observed number of runs and $sR$ is the standard deviation of the runs. The computation of the values of $\bar{R}$ and $sR$ ($n_1$ is positive while $n_2$ is negative signs) is as follows;

$$\bar{R} = \frac{2n_1n_2 + 1}{n_1 + n_2}$$

(3)

As an example

Test statistic: $Z = 3.0$

Significance level: $\alpha = 0.05$

Critical value (upper tail): $Z_{0.05} = 1.96$

Critical region: Reject $H_0$ if $|Z| > 1.96$

Since the test statistic value ($Z$) is larger than the critical value then the null hypothesis is rejected at the 0.05 significance level the sequence was produced in a nonrandom manner.

RESULTS

The fit of a statistical model can be diagnosed accurately using tests that use residuals. Residuals are the difference between a predicted and observed quantity using a particular mathematical model. The rule of thumb is that the larger the difference between the predicted and observed values, the poorer the model.

Runs test

From Table 2, the number of runs was 5, the expected number of runs under the assumption of randomness was 3.857, indicating the series of residuals had adequate runs. The z-value indicates how many standard errors the observed number of runs is below the expected number of runs, the corresponding p-value indicate how extreme this z-value is. The interpretation is the same like other $\alpha$-values statistics. If the p-value is less than 0.05 then the null hypothesis that the residuals are indeed random can be rejected. Since the p-value was greater than 0.05, therefore the null hypothesis is not rejected indicating no convincing evidence of non-randomness of the residuals and they do represent noise.

Table 2. Runs test for randomness.

<table>
<thead>
<tr>
<th>Runs test</th>
<th>Residual data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>observations</td>
<td>5</td>
</tr>
<tr>
<td>below mean</td>
<td>5</td>
</tr>
<tr>
<td>above mean</td>
<td>2</td>
</tr>
<tr>
<td>no of runs</td>
<td>7</td>
</tr>
<tr>
<td>$E(R)$</td>
<td>3.857</td>
</tr>
<tr>
<td>$\text{var}(R)$</td>
<td>0.884</td>
</tr>
<tr>
<td>$\text{stdev}(R)$</td>
<td>0.940</td>
</tr>
<tr>
<td>$Z$-value</td>
<td>1.215</td>
</tr>
<tr>
<td>$p$-value</td>
<td>0.888</td>
</tr>
</tbody>
</table>

The runs test has also been utilized as a technique to test for autocorrelation in time-series regression models. However, simulation studies using Monte Carlo have shown that the runs test produces distinctly asymmetrical error rates in the two tails [11]. The investigation is carried out to analyse the empirical properties of the runs test utilizing (a) sample sizes of between 12 and 100 (b) using non-intervention and intervention regression models, (c) utilizing directional and nondirectional tests (d) with three levels of $\alpha$, and (e) with 19 levels of autocorrelation among the errors. In addition, both directional and nondirectional tests...
produce no satisfactory results with respect to Type I error. The increase of the ratio of degrees of freedom to sample size to as high as .98 could also not remedy the situation. Hence, the Durbin-Watson method would be the method of choice to assess autocorrelation.

In conclusion, various tests for the residuals used in this work has indicated that the use of the Buchanan-three-phase model in fitting of the growth curve of Paracoccus sp. SKG shows adequate statistics strength based on the diagnostics of the residuals. Many publications negate statistical diagnosis of the model they used and the data may be nonrandom- an important requirement for all of the parametric statistical evaluation methods. In the event that the diagnostic tests show that the residuals indicate a trend, then various treatments such as nonparametric analysis or changing to a different model should remedy the problem.
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