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INTRODUCTION 

 

Monobromoacetic acid (MBA) has been utilized as a chemical 

intermediate for production of numerous chemicals with 

application in agriculture and pharmacy [1]. Their pollution and 

water bodies and soils have prompt several workers to isolate 

MAB-degrading microorganisms as a tool for bioremediation. 

Aerobic degradation, either cometabolically [2] or as a sole 

carbon and energy source [1,3–8] have been reported. The strain 

Moraxella sp. B [9] possesses two haloacid dehalogenases that 

are active with MCA and MBA [10]. Torz et al [7] study the 

growth of this bacterium on monohaloacetates including MBA. 

The growth curve displayed sigmoidal attributes; nevertheless, 

the authors did not take advantage to the presence of various 

primary growth models to obtain important growth constants, 

which they can use in further modelling. It is expected that 

modelling of the growth curves can yield important parameters 

suitable to be used for further secondary modelling exercise 

such as the inhibitory effect of substrate on growth.  

 

Previously, we have utilized several growth models to model the 

growth of Moraxella sp. B on monobromoacetic acid. We 

discovered that the Buchanan-three-phase model via nonlinear 

regression utilizing the least square method was the best model to 

describe the growth curve [11].  

 

      However, the use of statistical tests to choose the best model 

relies heavily on the residuals of the curve to be distributed 

normally. We perform statistical diagnosis tests for normality 

such as the Kolmogorov-Smirnov, Wilks-Shapiro and 

D'Agostino-Pearson on the residuals from the regression model 

utilized in modelling the growth data. 

 

METHODOLOGY 

 

Data from Torz et al. [7] from Figure 1 was scanned and 

electronically processed using WebPlotDigitizer 2.5 [12] that 

helps to digitize scanned plots directly into table of data with 

good adequate precision [13]. The data were then replotted (Fig. 

1, with permission) [11].  
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 ABSTRACT 

Bioremediation of monobromoacetic acid, a haloacetic acid, continues to be recommended as a 

cheaper and achievable method in comparison to physical and chemical techniques. In a prior 

work, we model the growth of the bacterium Moraxella sp. B on monobromoacetic acid from 

published literature to acquire crucial growth constants. We learned that the Buchanan-three-

phase model via nonlinear regression using the least square method was the most effective model 

to describe the growth curve. Nevertheless, the use of statistical tests to choose the best model 

relies heavily on the residuals of the curve to be statistically robust. More often than not, the 

residuals must be tested for conformation to normal distribution. In order for these assumptions 

to be met, we perform statistical diagnosis tests such as the Kolmogorov-Smirnov, Wilks-Shapiro 

and D'agostino-Pearson tests. 
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Fig. 1. Growth curves of Moraxella sp. B on monobromoacetic acid 

fitted by the Buchanan-three-phase model.  

 

 

Normality test 

 

Three normality tests- Kolmogorov-Smirnov [14,15], Wilks-

Shapiro [16] and the D'Agostino-Pearson omnibus K2 test [17] 

were utilized to the residuals from the Buchanan-three-phase 

model. Two approaches to look for normality are via graphical 

and numerical means. Graphical techniques including the normal 

quantile-quantile (Q-Q) plots, histograms or box plots are 

classified as the easiest and simplest way to evaluate normality of 

data.  

 

      The depth of the mathematical basis of these normality test 

statistics is substantial and is obtainable in from the literature 

[18]. The normality tests were carried out using the GraphPad 

Prism® 6 (Version 6.0, GraphPad Software, Inc., USA). 

Residuals can be used in assessing the health of a curve from a 

model. Mathematically, residual for the ith observation in a given 

data set can be defined as follows (Eqn. 1); 

 

( )β̂;iii xfye −=    (1) 

 

where yi denotes the ith response from a given data set while xi is 

the vector of explanatory variables to each set at the ith 

observation corresponding values in the data set. 

 

 

RESULTS AND DISCUSSION 

 
A precise determination of the fit of a statistical model is often 

determined tests which use residuals. Residuals are the difference 

between a predicted and observed quantity utilizing a particular 

mathematical model. The general rule would be that the larger 

the difference between the predicted and observed values, the 

worse the model. Plot of residuals (observed-predicted) were 

examined and the normality analysis utilizing three tests 

demonstrated that the data were normal suggesting the nonlinear 

regression model utilizing the Buchanan-three-phase via least 

square method was appropriate (Table 1). The residuals plot 

does no indicate data that supported non normal distribution (Fig. 

2).  

 

 

 

Table 1. Numerical normality test for the residual from the Buchanan- 

three phase model. 

 
Normality test Analysis 

D'agostino & Pearson omnibus 

K2 0.1053 

p value 0.9487 

passed normality test (alpha=0.05)? yes 

p value summary ns 

Shapiro-Wilk 

w 0.9431 

p value 0.4980 

passed normality test (alpha=0.05)? yes 

p value summary ns 

Kolmogorov–Smirnov (K—S) 

KS distance 0.1854 

p value > 0.1000 

passed normality test (alpha=0.05)? yes 

p value summary ns 
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Fig. 2. Residual plot for the Buchanan- three phase model. 

 

      The result indicates that the data conformed to normality 

(Fig. 3) based on the normal probability Q-Q plot of residuals for 

the Buchanan-three-phase model which was almost in a straight 

line appearing to show no underlying pattern. An overlay of the 

histogram to the calculated normal distribution curve (Fig. 4) 

indicated that the residuals were truly random and the model 

used was appropriately fitted.  

 

 

Graphical diagnostic of residuals normality 
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Fig 3. Normal Q-Q plot for the observed sample against theoretical 
quantiles. 
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Fig. 4. Histogram of residual for the Buchanan-three-phase model 
overlaid with a normal distribution. 

 

      It is important to note that the number of bins and samples 

examined determined the shape of the distribution. The 

Kolmogorov-Smirnov statistic is a non-parametric numerical test 

that compares the cumulative frequency of residuals. It calculates 

the agreement between the model and observed values. It could 

also be used as a measure between two series of observation. The 

p value is calculated for the difference between two cumulative 

distributions and sample size [14,15].  

 

      In the Wilks-Shapiro test, a W2 statistic is calculated based on 

the expected values of the order statistics between identically-

distributed random variables and their independent covariance 

and the standard normal distribution, respectively. If the test 

statistics value-W2 is high, then the agreement is rejected [16]. In 

the D'Agostino-Pearson normality test method. A p-value from 

the sum of these discrepancies is then computed. The most often 

form of the D'Agostino-Pearson normality tests is the omnibus 

K2 test as D'Agostino developed several normality tests [17]. 

 

      In conclusion, normality tests for the residuals used in this 

work has indicated that the use of the Buchanan-three-phase 

model in fitting of the growth curve of Moraxella sp. B on 

monobromoacetic acid was adequate. It is observed that 

numerous publications failed to elaborate more on the use of 

statistical diagnosis of the residuals from the model employed. 

This might leads to data violating the Gaussian or normal 

distribution. This presumption is a vital necessity for many of the 

parametric statistical assessment methods utilized in non linear 

regression. Methods including the Pearson’s correlation 

coefficient either normal or adjusted, root mean square analaysis, 

F-test and t-test depend on the residuals to be normally 

distributed. The use of adequate and tested assumptions could 

avoid errors of the Type I and II. In addition, in the event the 

dignostic tests implies that the residuals broken a number of the 

assumptions various nonparametric treatments could possibly be 

used or changing to a different model can in practice correct the 

situation. 
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